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Key Insight

• Parallel generation depends on visual token dependencies: 

• Tokens with weak dependencies can be generated in parallel, 

• while strongly dependent adjacent tokens are difficult to generate 
together, as their independent sampling may lead to 
inconsistencies.
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Highlight

• develop a parallel generation strategy that generates distant 
tokens with weak dependencies in parallel while maintaining 
sequential generation for strongly dependent local tokens.

• seamlessly integrated into standard autoregressive models 
without modifying the architecture or tokenizer.
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Predict multiple tokens in parallel

Language modeling

• Speculative decoding推测解码

• Jacobi decoding雅可比解码

• achieve parallel generation 
through auxiliary draft models 
or iterative refinement.

Visual domain

• MaskGIT employ non-
autoregressive paradigms with 
masked modeling strategies.

• VAR achieves faster speed 
through next-scale prediction 
that requires specially 
designed multiscale tokenizers 
and longer token sequences.
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来自RAR的结果
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Design Principles

• For visual tokens, dependencies naturally decrease with spatial 
distance - tokens from distant regions typically have weaker 
correlations than adjacent ones.

• The initial tokens of each regions are particularly crucial as they 
jointly determine the global image structure.
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Comparison of Generation Strategies
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3 Key Design Principles

• generate initial tokens for each region sequentially to establish 
proper global structure; 

• maintain sequential generation within local regions where 
dependencies are strong;

• enable parallel generation across regions where dependencies 
are weak through proper token organization.
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Non-Local Parallel Generation
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Framework Implementation
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Group-wise Bi-directional Attention with 
Global Autoregression
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Extension to Video Generation

• While we also explored parallel generation along the temporal 
dimension, we found it less effective than spatial parallelization.

• This is because temporal dependencies exhibit stronger sequential 
characteristics that are fundamental to video coherence, making 
them less suitable for parallel prediction compared to spatial 
relationships.
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Image Generation
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Video Generation
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Ablation Study
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